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Statistical process control charts have been widely utilized for monitoring process variation in many
applications. Nonrandom patterns exhibited by control charts imply certain potential assignable causes
that may deteriorate the process performance. Though some effective approaches to recognition of con-
trol chart patterns (CCPs) have been developed, most of them only focus on recognition and analysis of
single patterns. A hybrid approach by integrating wavelet transform and improved particle swarm opti-
mization-based support vector machine (P-SVM) for on-line recognition of concurrent CCPs is developed
in this paper. A statistical correlation coefficient is used to determine whether the input pattern is a single
or concurrent CCP. Based on wavelet transform, a raw concurrent pattern signal is decomposed into two
basic pattern signals, which can be recognized by multiclass SVMs. The performance of the hybrid
approach is evaluated by simulation experiments, and numerical and graphical results are provided to
demonstrate that the proposed approach can perform effectively and efficiently in on-line CCP recogni-
tion task.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

The ability to reduce process variation for quality improvement
in manufacturing process plays an essential role in the success of a
manufacturing enterprise in today’s globally competitive market-
place (Du, Xi, Ni, Pan, & Liu, 2008; Montgomery, 2001). Statistical
process control (SPC) has been widely used for monitoring process
variation in many applications. Control charts are the most impor-
tant tools in SPC to determine whether a process is behaving as in-
tended or some unnatural causes of process variation exist. In the
implementation of control charts, the process is considered out of
control when one or more points fall outside the control limits or
the control charts display nonrandom control chart patterns
(CCPs). While the former condition can be easily identified, the lat-
ter is difficult to be recognized efficiently since nonrandom CCPs
are normally distorted by ‘‘common cause variation’’ that occurs
naturally in the processes. There are generally seven basic CCPs
commonly exhibited by control charts (see Fig. 1), including up-
ward shift (u.s.), downward shift (d.s.), increasing trend (i.t.),
decreasing trend (d.t.), cyclic pattern (c.p.), systematic pattern
(s.p.), and normal pattern (n.p.). The six unnatural patterns exhib-
ited by control charts often contain valuable information closely
relevant to process parameters and process changes and are asso-
ciated with a specific set of assignable causes. Therefore, effective
control chart pattern recognition (CCPR) is a critical task in SPC
for determining potential assignable causes.

Traditionally, CCPs have been analyzed and interpreted manu-
ally. Many supplementary rules, like zone tests or run rules (Dun-
can, 1986; Grant & Leavenworth, 1996; Nelson, 1984; Western
Electric Company., 1958) have been suggested to assist quality
control engineers to detect unnatural CCPs. Nevertheless, the
application of all these rules can result in excessive number of false
alarms. Moreover, several attempts have also been made to devel-
op expert systems (ESs) for CCPR (Cheng & Hubele, 1992; Lucy-
Bouler, 1991; Swift & Mize, 1995). Although the results are prom-
ising, a common problem as reported in these studies is high rate
of false recognition (Guh, 2005).

The utility of artificial neural networks (ANNs) as an effective
tool for CCPR has been demonstrated by a number of researchers.
Encouraging results from a comparative study between ANNs
and conventional control charts reported by Pugh (1989) attracted
further investigation on ANN application to CCPR. Al-Ghanim
(1997), Guh (2003), Guh, Zoriassatine, Tannock, and O’Brien
(1999), Guh and Hsieh (1999), Guh and Shiue (2005), Hwarng
(1995), Hwarng and Chong (1995), and Pham and Oztemel
(1994) addressed some important issues for implementation of
ANNs in CCPR scheme. For improving the recognition performance
of ANNs, feature-based and wavelet-de-noise input representation
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Fig. 1. Seven basic CCPs in control charts.
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techniques also have been investigated. The most significant works
included wavelet-ANN (Al-assaf, 2004, 2005; Assaleh & Al-Assaf,
2005; Wang, Kuo, & Qi, 2007), shape features-ANN (Gauri & Chakr-
aborty, 2006, 2008, 2009; Pham & Wani, 1997), and statistical fea-
tures-ANN (Hassan, Shariff, Shaharoun, & Jamaluddin, 2003). El-
Midanya, El-Bazb, and Abd-Elwahedc (2010) proposed a frame-
work for multivariate CCPR using ANNs. Several other ANN-based
approaches have been developed and applied in intelligent moni-
toring and diagnosis (Chen & Wang, 2004; Cook & Chiu, 1998. Du
& Xi, 2011; Niaki & Abbasi, 2005) and have been demonstrated
to have higher performance in comparison to traditional SPC
techniques.

However, most of the existing works are concerned with the
recognition of nonrandom CCPs composed of a single abnormal
variation. In real applications, concurrent patterns where two sin-
gle patterns may exist together are frequently encountered; they
may be associated with different assignable causes. Concurrent
patterns are more difficult to recognize than single patterns due
to pattern interaction and the resultant complexity. When a con-
current pattern occurs, most of existing approaches will classify
the input pattern into one of predefined single CCPs. Unfortunately,
any single CCP cannot represent the characteristics of a concurrent
pattern, and further determination of all assignable causes
becomes impossible. As a consequence, a pattern recognizer with
the capability of recognizing concurrent patterns is desirable.

Limited works have been done to recognize concurrent CCPs.
Yang and Yang (2005) presented one CCPR system for recognizing
concurrent CCPs using a statistical correlation coefficient method,
which was validated to be an effective method without a tedious
training process. Wang, Dong, and Kuo (2009) developed a hybrid
approach integrating independent component analysis (ICA) and
decision tree (DT) to identify concurrent CCPs. Al-Assaf (2005),
Chen, Lu, and Lam (2007), Guh and Tannock (1999), and Wang
et al. (2007) recognized concurrent CCPs using ANNs approach.
Their results indicated that ANNs approach for recognizing of con-
current CCPs can perform well. These approaches are capable of
producing fast and accurate classification results and have been
demonstrated to be among the most robust designs. Hachicha
and Ghorbel (2012) presented an excellent survey of control-chart
pattern-recognition literature (1991–2010).

Recently, the concept of support vector machine (SVM) has
been used to develop a new generation of learning systems based
on recent advances on statistical learning theory for solving a
variety of learning, classification and prediction problems. SVM
calculates a separating hyperplane that maximizes the margin be-
tween data classes to produce good generalization abilities. The
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main difference between ANN and SVM is in their risk minimiza-
tion (Gunn, 1998). In case of SVM, structural risk minimization
principle is used to minimize an upper bound based on an ex-
pected risk, whereas in ANN, traditional empirical risk minimiza-
tion is used to minimize the error in the training of data. The
difference in risk minimization leads to a better generalization
performance for SVMs than ANN (Gunn, 1998). Although some
applications of SVM to monitor and classify process variation
(Cheng & Cheng, 2008; Chinnam, 2002; Sun & Tsung 2003) or
to recognize single CCPs (Ranaee, Ebrahimzadeha, & Ghaderia,
2010) have been reported, the applications of SVM in concurrent
CCPR are sparse.

Different from the previous approaches, one novel hybrid ap-
proach for on-line recognition of concurrent CCPs is explored by
integrating wavelet transform with improved particle swarm opti-
mization-based support vector machines (P-SVMs). Wavelet trans-
form is used to decompose concurrent CCPs into single nonrandom
patterns. Consequently, multi-class SVMs are constructed for each
binary classification to recognize the nonrandom patterns. A parti-
cle swarm optimization (PSO) algorithm is utilized for optimizing
the kernel function parameters of the SVM recognizer.

The rest of this paper is organized as follows. The methodology
for recognizing concurrent CCPs is presented in Section 2. More
precisely, a statistical correlation coefficient approach to determin-
ing the anomaly type of the input pattern is utilized; Haar wavelet
transform used to decompose an input concurrent pattern into two
single patterns is presented; and the multi-class SVM recognizer
for recognizing multiple binary patterns is developed. This is fol-
lowed by simulation and results analysis in Section 3 and conclu-
sions in Section 4.
2. Methodology

This section provides a practical overview with respect to on-
line automatic CCPR system using wavelet transform and multi-
class SVMs. Fig. 2 shows the schematic diagram representing the
procedure of the CCPR, in which four modules are in series: module
I, module II, module III, and module IV.

In module I, a similarity measure between the input pattern and
a reference set, which is composed of single CCPs, is utilized to
determine whether the input pattern is single or concurrent. If
the input pattern is concurrent, the concurrent CCP is first decom-
posed into binary patterns in module II, which can be recognized
by SVMs. Many methods have been developed for patterns decom-
position, among which wavelet transform is one of the most
widely used and well-established methods. Wavelet transform is
a method that allows the signal to be viewed in multiple resolu-
tions with each resolution representing a different frequency,
and it can still keep time information. Therefore, wavelet transform
allows complex information such as images and patterns to be
decomposed into elementary components at different positions
(time domain) and scales (frequency domain). Among many wave-
let transforms, the Haar transform is a member of a class of non-
sinusoidal orthogonal functions. It is a very powerful tool in signal
processing and pattern decomposition and has been applied in var-
ious science and engineering fields with great success. Moreover,
Haar transform is also one of the most efficient transformation
algorithms in terms of computational speed and memory usage
(Burrus, Gopinath, & Guo, 1998) and thus ideal for implementation
as an on-line monitoring tool. Therefore, Haar transform is used in
this study for decomposing concurrent patterns into single
patterns.

Module III develops a multi-class SVM recognizer for recogniz-
ing the single patterns, and Module IV implements it. In order to
achieve satisfactory recognition performance, the multi-class
SVM recognizer has to be properly designed, trained and tested.

2.1. Similarity measure

Similarity measure needs to be developed to determine
whether the input pattern is a single or concurrent pattern. Al-
Ghanim and Ludeman (1997) developed a matched-filter approach
using a correlation-analysis technique based on an inner product of
pattern vector. Their inner-product correlation technique produced
good results in recognizing trend, cycle and systematic patterns.
However, this approach was poor in recognizing shift patterns. In
order to improve the performance of this approach of Al-Ghanim
and Ludeman (1997) and Yang and Yang (2005) presented a statis-
tical-correlation-coefficient approach to determine the anomaly
type of an input pattern based on Eq. (1).

corr ¼
P
ðxi � �xÞðyi � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðxi � �xÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðyi � �yÞ2

q ð1Þ

where xi(yi), �xð�yÞ represent the input (reference) vector and its
mean.The correlation coefficient approach is a quite simple mecha-
nism and shows good performance for determining the anomaly
type of the input pattern. Therefore, the statistical correlation coef-
ficient is also utilized as the similarity measure between the input
pattern and various reference prototypes in module I. For more de-
tails, the readers are referred to Yang and Yang (2005).

2.2. Patterns decomposition using Haar wavelet transform

If the input pattern is a concurrent pattern, Haar wavelet
transform method is used to decompose the input pattern into
two single patterns. Haar wavelet transform is a member of a
class of non-sinusoidal orthogonal functions. It consists of rectan-
gular waves distinguished by time scaling and time shifts. The set
of continuous Haar functions {U(n, m, x)}is periodic, orthogonal,
and complete. The sequence {U(n, m, x)}is defined on the open
interval [0, 1]as:

Uð0;0; xÞ ¼ 1; x 2 ½0;1� ð2Þ

Uðn;m; xÞ ¼
2n=2; m�1

2n 6 x < m�1=2
2n

�2n=2; m�1=2
2n 6 x < m

2n

0; elsewhere 8x 2 ½0;1�

8><
>: ð3Þ

where n is the scale of the Haar wavelet transform and 1 6m 6 2n

for n P 1.
Fig. 3 shows the first eight continuous Haar functions. Points of

discontinuity are defined as the average of the approached limits
from both sides of the discontinuity.

The Haar functions form a complete orthonormal basis of
L2[0, 1]. The space of functions f(x) that are defined over the inter-
val [0, 1] can be approximated by a partial sum SN(x) containing 2N

terms, i.e.,

SNðxÞ ¼ C0
0 þ

XN

n¼1

X2n�1

m¼1

Uðn;m; xÞCm
n ð4Þ

where Cm
n is called the mth Haar coefficient in scale n.

In other words, in the expansion of f(x), SN(x) is a step function
with 2N steps, and the value of SN(x) at each step equals to the
mean value of f(x) within the step interval. It can be shown that
SN(x) is the best approximation of f(x) in the mean-square-error
sense.

The corresponding discrete Haar functions often used in prac-
tice can be obtained by sampling continuous Haar functions in
Fig. 3 at the middle of each subinterval to produce a Haar array:



Fig. 2. Schematic diagram of the recognition system of CCPs.
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The Haar array is denoted by H(N, p) where N is the selected scale
number, and p is the smallest integer such that the number of
observations does not exceed 2p. Each row of H(N, p) is a discrete
Haar function obtained by sampling the continuous Haar function
{U(n, m, x)} shown in Eqs. (2) and (3). Let hi,j represent the ith
row of H(N, p), which is generated as:

hi;j ¼ 2�p=2Uðn;m; xÞðj� 2�pÞ; 1 6 j 6 2p ð5Þ

where 0 6 n 6 N, N is the selected scale number, and
i ¼
1 when n ¼ 0
2n�1 þm when n P 1

�
ð6Þ

The multiplier 2�p/2 is used to normalize each row of H(N, p). Each
row of matrix H(N, p) is orthogonal to each other.

If x ¼ ½ x1 x2 . . . x2p �T is a sequence of 2p discrete observed
points, then the discrete Haar coefficients,
c ¼ c0

0; c
1
1; c

1
2; c

2
2; c

1
3; . . . ; c2N�1

N

h iT
; can be calculated as follows

c ¼ HðN;pÞx ð7Þ

The approximation of x using Haar transform, x̂, is given as follows:

x̂ ¼ HTðN; pÞc ð8Þ

The Haar coefficients have a relationship with mean values of the
original signal over some intervals, as shown in Eqs. (9) and (10).

For n = 0,

C0
0 ¼ 2p=2�f ð1;2pÞ ð9Þ

For n P 1,
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Fig. 3. Continuous Haar transform for n = 8 subintervals.
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Cm
n ¼ 2ðp�n�1Þ=2 �f ðm� 1Þ2ðp�nþ1Þ þ 1; ðm� 1=2Þ2ðp�nþ1Þ

n oh

��f ðm� 1=2Þ2ðp�nþ1Þ þ 1;m2ðp�nþ1Þ
n oi

ð10Þ

where �f ði; jÞ ¼ 1
j�iþ1

Pj
k¼ixk. Thus, C0

0 is proportional to the mean of
f(x). Every Cm

n , except C0
0, is proportional to the mean difference in

two adjacent intervals.
At each level of the Haar transform, the signal data is processed

through a low-pass filter and a high-pass filter. The high-pass fil-
tered data represents the details of the signal, whereas the result
of low-pass transform is called approximations, consisting of
high-scale/low frequency components of the signal, which will be
further used as input data to compute the next level of splitting,
iteratively. The Haar wavelet transform is an octave-band repre-
sentation for signals so that if a signal consists of N observations
such that N = 2p, then Haar wavelet results in the decomposition
of the signal into p resolution levels. The approximation and detail
coefficients at all resolutions are obtained by convolving the signal
with a pair of quadrature mirror filters (QMF) at different scales
(Burrus et al., 1998). The filters are composed of a high pass filter
and a low filter that are used to obtain, respectively, the detail
and approximation components of the function. Fig. 4 shows an
example of a five-level wavelet decomposition of a discrete-time
signal. The first level of decomposition separates the signal into a
high-pass and a low-pass component according to the QMF filters.
For the subsequent decomposition levels, the responses of the QMF
filter pair are related to those of the previous level by replicating
every sample of the response. By using Haar transform, the concur-
rent CCPs can be decomposed into the single CCPs, and then P-
SVMs recognizer is developed for pattern recognition.
2.3. P-SVMs recognizer

2.3.1. Binary SVM
The basic idea of SVM is to transform the data to a higher

dimensional feature space and find the optimal hyperplane in the
space that maximizes the margin between the two classes. Con-
sider a training data set {(x1, y1), (x2, y2), . . . , (xM, yM)},
i = 1, 2, . . . , M, where M is the total number of training vectors, xi -
e Rd is the ith d-dimensional input vector, and yi e {1, �1} is known
target. The training of SVM involves the solution of the following
quadratic optimization problem:

Minimize
1
2

wT wþ C
XM

i¼1

ni ð11Þ

Subject to yi wT/ðxiÞ þ b
� �

P 1� ni; ni P 0 ð12Þ

where ni are slack variables, measuring the degree of misclassifi-
cation of the sample xi, C is the error penalty factor, penalizing
the non-zero ni, the bias b is a scalar, representing the bias of the
hyperplane, w is the vector of hyperplane coefficients, defining a
direction perpendicular to the hyperplane, the index i labels the
M training cases, and the map function / is a transformation to
map the input vectors into a high-dimensional feature space (see
Fig. 5). The optimization problem becomes a trade-off between
the margin maximization and training errors minimization.

In particular, if the data are perfectly linearly separable, then
ni = 0, and the separating hyperplane that creates the maximum
distance between the plane and the nearest data (i.e., the maxi-
mum-margin equals kwk�2) is the optimal separating hyperplane.
To solve non-linear classification tasks, a mapping function is usu-
ally employed to map the training samples from the input space
into a higher-dimensional feature space. This allows the SVM to
fit the maximum-margin hyperplane in the transformed feature
space. Any function that satisfies Mercer’s theorem (Cristianini &
Shawe-Taylor, 2000) can be used as a kernel function. Some popu-
lar SVM kernel functions include:

linear function : Kðxi; yjÞ ¼ xT
i � yj ð13Þ

Gaussian radial basis functionðGRBFÞ : Kðxi;yjÞ¼ expð�cjjxi�yjjj
2Þ

ð14Þ

polynomial function with degree d : Kðxi;yjÞ¼ ððxi�yjÞþ1Þd

ð15Þ



Fig. 4. A five-level wavelet decomposition.
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Fig. 5. A geometric interpretation of the classification of SVM for data set with two
classes.
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2.3.2. Multi-class SVMs recognizer
SVMs are originally designed for binary classification, which are

not suitable for recognizing multiple CCPs. Through Haar wavelet
transform, the concurrent CCPs are decomposed into several single
patterns, which is a typical multi-classification problem. Multi-
classification can be obtained by the combination of binary
classification. In order to extend a single SVM to solve multi-
classification problem, ‘‘one-against-one’’, ‘‘one-against-all’’ and
direct acyclic graph (DAG) are three popular methods. Hsu and
Lin (2002) conducted a comprehensive comparison of these three
multi-class SVM classification methods, and they suggested that
the ‘‘one-against-one’’ method is most suited for practical use than
other methods. Therefore, ‘‘one-against-one’’ method is used to
recognizing CCPs in this study.

For k-class single unnatural patterns, the ‘‘one-against-one’’
method constructs M ¼ C2

k ¼ kðk� 1Þ=2 binary classifiers, and each
of them is trained by binary-class data. For example, there are
generally six unnatural basic CCPs exhibited by a control chart
(see Fig. 1), and thus M ¼ C2

6 ¼ 6ð6� 1Þ=2 ¼ 15 binary classifiers
need to be constructed. For training data from the ith and the jth
class, the following binary classification problem needs to be
solved:

min
1
2
ðwijÞT wij þ C

X
t

nij
nðwijÞT
s:t:

ðwijÞT KðxnÞ þ bij
> 1� nij

n if yn ¼ i

ðwijÞT KðxnÞ þ bij
6 nij

n � 1 if yn ¼ j

nij
n P 0

8>><
>>:

ð16Þ

where similarly to binary classification SVMs, K(xn) is the kernel
function, (xn, yn) is the ith or jth training sample, w e RN and b e R
are the weighting factors, nij

n is the slack variable and C is the penalty
parameter.

There are some different methods for doing the future testing
after all SVM recognizers are constructed. After some tests, the
decision is made using the following strategy: if
ðwijÞT KðxnÞ þ bij

> 1� nij
n is true, x belongs to the ith class, then

the vote for the ith class is added by one. Otherwise, the jth is in-
creased by one. Then, x is predicted to be in the class using the
largest vote. The voting approach described above is also called
as Max Win strategy. For more details, readers are referred to the
literature (Vapnik, 1995).

2.3.3. Selection of kernel function
The performance of SVMs varies depending on the choice of the

kernel function and its parameters. Therefore, one suitable kernel
function should be first selected for implementing SVM. How to
choose a good kernel function is highly problem-dependent, and
it is an important factor in SVM applications. There are usually
two kernel functions for nonlinear SVM including the GRBF and
the polynomial function (see Eq. (14) and (15)). The GRBF kernel
nonlinearly maps the samples into a higher dimensional space
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unlike the linear kernel, so it can handle the case where the rela-
tion between class labels and attributes is nonlinear. The polyno-
mial function takes a longer time in the training stage of SVM
and has more hyper-parameters than the GRBF kernel has.

Hybrid kernel is a way to combine the heterogeneous comple-
mentary characteristics of different kernels, and it was originally
proposed by Tan and Wang (2004) and Vert et al.,(2004). Recently,
some successful applications of hybrid kernels were reported (Con-
forti & Guido, 2010; Liu, Lu, Jin, Li, & Chen, 2006; Zhao & Sun, 2009;
Zheng, Liu, & Tian, 2005). The results demonstrate that the use of
the hybrid kernel results in a better performance than those with
a single common kernel. Therefore, one hybrid kernel function
combining GRBF and polynomial kernel in a generalized kernel
form is presented for CCPR in this study.

hybrid kernel ¼ b� exp �ckxi � yjk
2

� �
þ ð1� bÞððxi � yjÞ þ 1Þd

ð17Þ

The parameter c and d represent kernel width and degree, and b is
coefficient. Since the hybrid kernel still satisfies Mercer’s condition,
it can be used as a kernel function for SVM. For instance, one case of
the kernel of degree 2, width 2, input vector xi = [x1, x2], xj ¼ ½x01; x02�
of only two dimension, and b 0.5 can be represented:
hybrid kernel ¼ 0:5� expð�2kx1 � x01 þ x2 � x02k

2Þ þ 0:5ð1þ 2x1x01þ
2x2x02 þ 2x1x2x01x02 þ ðx1x01Þ

2 þ ðx2x02Þ
2Þ.

The recognition performance of GRBF, the polynomial function
and hybrid kernel function are compared and analyzed in
Section 3.

2.3.4. Optimization of kernel function parameters
For the hybrid kernel, three parameters, including penalty

parameter C, kernel width r and degree d, need to be optimized
in order to obtain the best classification result. The exhaustive
search method for discrete parameters and the grid search method
for continuous parameters are two most popular methods for
selection of model parameters.

Recently, some intelligent evolution algorithms show distin-
guished performance for parameters optimization (Du & Xi,
2010; Du, Xi, Yu, & Sun, 2010; Eberhart & Kennedy, 1995). Particle
swarm optimization (PSO) is a population-based search algorithm,
which is inspired by the social behavior of bird flocks and was orig-
inally developed by Eberhart and Kennedy (1995). It is widely re-
ported that the PSO algorithm is very easy to implement and has
fewer parameters to adjust when compared to other evolutionary
algorithms. In this study, PSO technique is used to obtain an opti-
mal subset of parameters. Each particle is ‘‘flown’’ through the
multidimensional search space, adjusting its position in search
space according to its own experience and that of neighboring par-
ticles. The particle therefore makes use of both the best position
encountered by itself and the best position encountered by its
neighbors to position itself toward an optimal solution. The perfor-
mance of each particle is evaluated using a predefined fitness func-
tion, which encapsulates the characteristics of the optimization
problem.

It is an iterative process in which the change in weights of a par-
ticle at the beginning of an iteration are calculated using Eq. (18)
and the new position of every particle is found using Eq. (19).

v iðt þ 1Þ ¼ wpv iðtÞ þ c1r1ðpid � xiðtÞÞ þ c2r2ðpgd � xiðtÞÞ ð18Þ

xiðt þ 1Þ ¼ xiðtÞ þ v iðt þ 1Þ ð19Þ

where t is the current step number, wp is the inertia weight, c1 and
c2 are the acceleration constants, r1 and r2 are two random numbers
in the range [0, 1], xi(t) is the position of the particle at time step t,
vi(t) is the rate of movement (velocity) for particle i at time step t,
pid is the best one of the solutions this particle has reached, pgd is
the best one of the solutions all the particles have reached.

The procedure of PSO used in this study is summarized as
follows:

� Step 1: Initialize a population of particles with random
positions and velocities, where each particle contains q
variables. In this study, x ¼ ½ x1 x2 . . . x2p �T is a
sequence of 2p discrete observed points, and there are three
variables that need to be optimized, namely regularization
parameter C, kernel width c and degree d. Therefore the
dimension of a particle is 2p + 3.

� Step 2: Evaluate the objective values of all particles. Let
own best experience (pbest) of each particle and its objec-
tive value be equal to its current position and objective
value, and let the group best experience (gbest) and its
objective value be equal to the position and objective value
of the best initial particle.

� Step 3: Update the velocity and position of each particle
according to equations (18) and (19).

� Step 4: Evaluate the objective values of all particles.
� Step 5: For each particle, compare its current objective

value with the objective value of its pbest. If the current
value is better, then update pbest and its objective value
with the current position and objective value.

� Step 6: Determine the best particle of the current swarm
with the best objective value of gbest, update gbest and its
objective value with the position and objective value of
the current best particle.

� Step 7: If a stopping criterion is met, give output gbest and
its objective value; otherwise, go to Step 3.

3. Simulation and results analysis

3.1. Data generation and processing

Without of loss generality, eight types of concurrent CCPs and
normal pattern were simulated in this study, including upward shift
and increasing trend (u.s. plus i.t.), downward shift and decreasing
trend (d.s. plus d.t.), increasing trend and cyclic pattern (i.t. plus
c.p.), decreasing trend and cyclic pattern (d.t. plus c.p.), upward shift
and cyclic pattern (u.s. plus c.p.), and downward shift and cyclic pat-
tern (d.s. plus c.p.), upward shift and systematic pattern (u.s. plus
s.p.), and downward shift and systematic pattern (d.s. plus s.p.).

Due to the demand for large numbers of training examples, the
Monte-Carlo simulation approach was used to generate training
data sets for CCPR. The parameters are summarized in Table 1,
and the data was generated according to the reference (Guh & Tan-
nock, 1999):

XðtÞ ¼ NðtÞ þ uiðtÞdiðtÞ þ ujðtÞdjðtÞ ð20Þ

where X(t) is the sample at time t, and N(t) is a common cause var-
iation at time t following a normal distribution with zero mean and
standard deviation r. r follows a uniform distribution in the range
0 6 r 6 5. di(t) and dj(t) are special assignable cause variation that
start at time i or j. For normal patterns: di(t) = dj(t) = 0

uiðtÞ ¼
0; t < i

1; t P i

�
ð21Þ

ujðtÞ ¼
0; t < j

1; t P j

�
ð22Þ

where i and j are selected randomly due to the data-window size.



Table 1
The parameters used for eight typical concurrent CCPs.

Pattern Parameter Sample
No.

Total
No.

u.s. plus i.t. k = (�2.5, �1.75, 0.25), (1.75, 2.5, 0.25) 30 2880
k = (0.1, 0.2, 0.02), (�0.2, �0.1, 0.02)

d.s. plus
d.t.

k = (�1.75, �2.5, �0.25), (2.5, 1.75,
�0.25)

30 2880

k = (0.2, 0.1, �0.02), (�0.1, �0.2, �0.02)

i.t. plus c.p. k = (0.1, 0.2, 0.02), (�0.2, �0.1, 0.02) 60 2160
A = (2, 2.5, 0.25)

d.t. plus
c.p.

k = (0.2, 0.1, �0.02), (�0.1, �0.2, �0.02) 60 2160

A = (2, 2.5, 0.25)

u.s. plus
c.p.

k = (�2.5, �1.75, 0.25), (1.75, 2.5, 0.25) 80 1920

A = (2, 2.5, 0.25)

d.s. plus
c.p.

k = (�1.75, �2.5, �0.25), (2.5, 1.75,
�0.25)

80 1920

A = (2, 2.5, 0.25)

u.s. plus
s.p.

k = (�2.5, �1.75, 0.25), (1.75, 2.5, 0.25) 64 2560

d = (1.5, 3, 0.3)

d.s. plus
s.p.

k = (�1.75, �2.5, �0.25), (2.5, 1.75,
�0.25)

64 2560

d = (1.5, 3, 0.3)
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For single shift patterns: diðtÞ ¼ �k, where k is the magnitude of
the shift which is randomly selected and uniformly distributed,
such that �2:5r 6 k 6 2:5r.

For single trend patterns: di(t) = ±k(t � i), where k is the trend
slope and follows a normal distribution, such that
�0:22r 6 k 6 0:22r.

For single cyclic patterns: di(t) = A � sin (2pt/X), where A is the
cycle amplitude which is randomly selected, such that
1:0r 6 A 6 2:5r. The cycle frequency, X, is fixed to the value of
0.8 in this study.
Table 2
Classification performance for the proposed approach using four-level decomposition (%).

Input Recognized pattern

u.s. d.s. i.t. d.t. s.p. c.p. u.s. + i.t. u.s. + c.p.

u.s. + i.t. 0 0 0 0 0 0 100 0
u.s. + c.p. 1.75 0 0 0 0 1.20 0 97.05
d.s. + d.t. 0 1.42 0 2.09 0 0 0 0
d.s. + c.p. 0 3.33 0 0 0 1.38 0 0
i.t. + c.p. 0 0 1.75 0 0 2.91 0 0
d.t. + c.p. 0 0 0 4.17 0 1.21 0 0
u.s. + s.p. 1.93 0 0 0 1.83 0 0 0
d.s. + s.p. 0 2.58 0 0 2.04 0 0 0
n.p. 0 0 0 0 0 0 0 0

Table 3
Classification performance for the proposed approach using five-level decomposition (%).

Input Recognized pattern

u.s. d.s. i.t. d.t. s.p. c.p. u.s. + i.t. u.s. + c.p.

u.s. + i.t. 0.5 0 0.75 0 0 0 98.75 0
u.s. + c.p. 0 0 0 0 0 0 0 100
d.s. + d.t. 0 1.11 0 0.65 0 0 0 0
d.s. + c.p. 0 1.07 0 0 0 1.48 0 0
i.t. + c.p. 0 0 1.33 0 0 1.36 0 0
d.t. + c.p. 0 0 0 0.47 0 1.38 0 0
u.s. + s.p. 1.56 0 0 0 0.96 0 0 0
d.s. + s.p. 0 0.84 0 0 1.03 0 0 0
n.p. 0 0 0 0 0 0 0 0
For single systematic pattern: x(t) = N(t) + (�1)td(t), where
1:5 6 dðtÞ 6 3 denotes the magnitude of shift.

For shift and cyclic concurrent patterns: diðtÞ ¼ �k and dj(t)
= A � sin (2pt/X).

For shift and trend concurrent patterns: diðtÞ ¼ �k and
dj(t) = ±k(t � j).

For trend and cyclic concurrent patterns: di(t) = ±k(t � i) and
dj(t) = A � sin (2pt/X).

For shift and systematic concurrent pattern: diðtÞ ¼ �k and
x(t) = N(t) + (�1)tdi(t).

In Table 1, the notation (x, y, z) represents (initial value, final va-
lue, increment). The Sample No. and Total No. represent the sample
number for each concurrent pattern and the total sample number.

The pattern parameters are chosen so that the simulated pat-
terns are mostly within the range of ±3r, since an important reason
for the use of SVM for CCPR is to identify patterns that do not cause
data points to exceed control chart limits. Furthermore, only
univariate quality characteristic is used and only two concurrent
patterns occur at any one time.

3.2. Parameters of P-SVMs

The performance of learning in P-SVMs is influenced by its
parameters. There are no absolute rules for tuning these parame-
ters, which are dependent on the characteristics of the real-world
problems and are experimentally specified through try and error.
The parameters of P-SVM having better performances during train-
ing in this study are summarized as follows.

(1) Hybrid kernel function in Eq. (17) is used in this study, and
b = 0.5.

(2) The inertia weights wp are generated at random in the range
[0.2, 0.8].

(3) The speed of particles are generated at random in the range
[�4, 4].

(4) The initial velocities of the initial particles are generated at
random in the range [�4, 4].
d.s. + d.t. d.s. + c.p. i.t. + c.p. d.t. + c.p. u.s. + s.p. d.s. + s.p. n.p.

0 0 0 0 0 0 0
0 0 0 0 0 0 0
96.49 0 0 0 0 0 0
0 95.29 0 0 0 0 0
0 0 95.34 0 0 0 0
0 0 0 94.62 0 0 0
0 0 0 0 96.24 0 0
0 0 0 0 0 95.38 0
0 0 0 0 0 0 100

d.s. + d.t. d.s. + c.p. i.t. + c.p. d.t. + c.p. u.s. + s.p. d.s. + s.p. n.p.

0 0 0 0 0 0 0
0 0 0 0 0 0 0
98.24 0 0 0 0 0 0
0 97.45 0 0 0 0 0
0 0 97.31 0 0 0 0
0 0 0 98.15 0 0 0
0 0 0 0 97.48 0 0
0 0 0 0 0 98.13 0
0 0 0 0 0 0 100



Table 4
Classification performance for the proposed approach using six-level decomposition (%).

Input Recognized pattern

u.s. d.s. i.t. d.t. s.p. c.p. u.s. + i.t. u.s. + c.p. d.s. + d.t. d.s. + c.p. i.t. + c.p. d.t. + c.p. u.s. + s.p. d.s. + s.p. n.p.

u.s. + i.t. 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0
u.s. + c.p. 0.53 0 0 0 0 0.63 0 98.84 0 0 0 0 0 0 0
d.s. + d.t. 0 0.32 0 1.12 0 0 0 0 98.56 0 0 0 0 0 0
d.s. + c.p. 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0
i.t. + c.p. 0 0 0.45 0 0 0.84 0 0 0 0 98.71 0 0 0 0
d.t. + c.p. 0 0 0 1.76 0 0.91 0 0 0 0 0 97.33 0 0 0
u.s. + s.p. 0.71 0 0 0 0.55 0 0 0 0 0 0 0 98.74 0 0
d.s. + s.p. 0 0.46 0 0 0.02 0 0 0 0 0 0 0 0 98.52 0
n.p. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100

Table 5
Performance comparison for different window sizes.

Window size CCR (%) CT (s)

16 96.71 0.004
32 98.39 0.011
64 98.97 0.027

128 98.99 0.903
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(5) The study factors c1 and c2 equal 2.

3.3. Performance analysis

Several experiments have been done to verify the effectiveness
of the proposed hybrid approach. The influences of the key factors
of wavelet transform and P-SVM recognizer on recognition perfor-
mance are analyzed. The analysis can help us to obtain the suitable
parameter setting to improve the general performance of the hy-
brid approach. In each of the following tests, only one factor is var-
ied while the remaining ones are kept constant. The aggregate
correct classification rate (CCR: the number of correctly recognized
tested patterns/total number of tested pattern) is used as the eval-
uation index.

3.3.1. Performance for recognizing concurrent patterns using different
decomposition level

The objective of this experiment is to compare the recognition
performance of different decomposition level of Haar wavelet.
The hybrid kernel function is used for P-SVM recognizer. In Haar
wavelet analysis, a raw signal is decomposed into different levels
with each level having two components: details and approxima-
tions. Each details component separated from the signal of previ-
ous level contain information at relatively high frequencies. For a
concurrent pattern, such as trend plus cyclic pattern, the part of
cyclic signal is embedded somewhere in those details and the
trend part is included in the approximations.

In practice, one needs to select a suitable number of levels
based on the nature of the signal. The number of levels is closely
related to the data-window size. In this study, the data-window
size is chosen to be 16, 32, and 64 samples, which are considered
to be reasonable for on-line monitoring applications (Cheng,
1997; Pham and Oztemel, 1994). The corresponding wavelet coef-
ficients up to four-level, five-level and six-level wavelet decompo-
sitions are calculated, and the pattern recognition results are
compared (see Tables 2–4). The rows in the tables represent the in-
put patterns (i.e. target patterns), while columns indicate the out-
put patterns (i.e. recognized patterns) as identified by the proposed
approach. Moreover, it is assumed that the process starts in control
and then two assignable causes would start randomly at any sam-
ple between the 6th and 14th sample for the 16-sample window
size, between the 10th and 26th sample for the 32-sample window
size, and between the 20th and 58th sample for the 64-sample
window size, respectively. The unnatural pattern then continues
until the end of the observed data window. This is considered to
be more practical since with on-line monitoring applications, the
unnatural pattern often occurs after a period in which the process
is in-control, and the starting point of the unnatural pattern is usu-
ally unknown (Al-Assaf, 2004; Cheng, 1997).

From Tables 2–4, the average correct classification rates for P-
SVM recognizer using three types of decomposition levels are
96.71%, 98.39%, and 98.97%, respectively. The simulation results
show that the proposed hybrid approach integrating Haar wavelet
and SVMs works very well for recognizing concurrent control chart
patterns for the cases tested.

A small window size generally detects unnatural patterns more
quickly, but might result in a higher Type I error. A larger window
size can accommodate more shifted points with shift magnitudes
so that more unnatural pattern features can be exposed to the rec-
ognizer. However, a larger window size can reduce the recognition
efficiency by increasing the time required to detect patterns.
Therefore, in order to find a compromise size to balance errors
and recognition efficiency, one experiment has been conducted
to compare different sizes of moving window and choose a suitable
one. Different window sizes with 16, 32, 64, and 128 samples are
considered. Furthermore, the computation time (CT) is also taken
as another evaluation index to evaluate the performance of these
approaches. The unit of CT is second. All of the classification tasks
have been done on a microcomputer with Inter (R) core (TM)
2.33 GHz and 996 MB internal memory.

The comparison results are presented in Table 5. According to
the results, the window size with 64 samples and 128 samples pro-
duced almost the same best CCR (98.97% and 98.99%), and there is
no significant improvement on CCR from the window size with 64
samples to the window size with 128 samples. However, the CT for
the window size with 128 samples (almost 1 s) is much longer
than the CT for the window size with 64 samples (0.027 s). There-
fore, the window size 64 is suggested in this study.

Before P-SVM recognizes the CCPs, the concurrent CCPs are
decomposed into single CCP. The results of using Haar transform
to decompose the concurrent CCPs are presented in Table 6. The
decomposition results of the concurrent CCP (i.t. + c.p.), one con-
current CCP as example, using different level wavelet transform
are presented in Table 7.

Table 6 suggests that the Haar wavelet transform has different
decomposing capability for three types of decomposition levels.
The six-level decomposition tends to produce better classification
accuracy at 99.85% on average, compared with 99.31% for four-le-
vel and 99.51% for five-level decomposition. Tables 2–4, 6 and 7
demonstrate that though the proposed approach has better perfor-
mance when the number of decomposition level is bigger, a large
decomposition level results in high time cost of training and
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Table 7
Decomposition results of the concurrent CCP (i.t. + c.p.) using different level wavelet transform (%).

Decomposed pattern

u.s. d.s. i.t. d.t. s.p. c.p. u.s. + i.t. u.s. + c.p. d.s. + d.t. d.s. + c.p. i.t. + c.p. d.t. + c.p. u.s. + s.p. d.s. + s.p. n.p.

Four-level 0 0 0.18 0 0 0.84 0 0 0 0 98.98 0 0 0 0
Five-level 0 0 0.14 0 0 0.90 0 0 0 0 98.96 0 0 0 0
Six-level 0 0 0.0 0 0 0.02 0 0 0 0 99.98 0 0 0 0

Table 8
Shows the aggregate correct classifications rate for different parameters of hybrid kernel function.

Run #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15 Average

C 296.7 428.3 338.4 305.7 452.9 412.1 289.4 324.7 401.5 348.2 421.3 397.1 292.8 387.4 412.9 367.29
c 0.0109 0.0093 0.0078 0.0097 0.0042 0.0097 0.0108 0.0103 0.0099 0.0089 0.0085 0.0108 0.0084 0.0075 0.0049 0.00877
d 2 4 4 3 5 5 2 2 5 4 4 5 2 3 3
CR (%) 98.91 98.92 98.97 98.94 98.97 98.89 98.94 98.97 98.87 98.92 98.97 98.84 98.91 98.97 98.96 98.93

Table 6
Decomposition performance for Haar transform with different level decomposition (%).

u.s. + i.t. u.s. + c.p. d.s. + d.t. d.s. + c.p. i.t. + c.p. d.t. + c.p. u.s. + s.p. d.s. + s.p. n.p. Average CCR (%)

Four-level decomposition 100 100 99.32 99.01 98.98 98.96 98.84 98.70 100 99.31
Five-level decomposition 100 100 99.93 98.97 98.96 99.42 99.01 99.32 100 99.51
Six-level decomposition 100 100 99.97 100 99.98 99.94 99.24 99.51 100 99.85
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testing, and it also decreases the effectiveness of timely detecting
out-of-control. Therefore, the number of decomposition level of
the proposed approach must be varied based on the balance be-
tween time cost and CCRs. Moreover, the concurrent pattern may
be incorrectly recognized as single patterns. For example, the
CCR for the concurrent d.s. + d.t. is 98.56% for six-level decomposi-
tion where 0.32% patterns are incorrectly recognized to be d.s. and
1.12% patterns are incorrectly recognized to be d.t. as shown in Ta-
ble 4. All of these incorrectly recognized patterns for d.s. + d.t. are
either d.s. and d.t. This result is reasonable.
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Fig. 6. The parameters C and c of hybrid kernel function for five different runs.
3.3.2. Performance for recognizing concurrent patterns using different
kernel function parameters

In this experiment, fifteen runs have been performed to find
optimal parameters for hybrid kernel function, which was demon-
strated in the previous experiments to be an effective and appro-
priate kernel for concurrent CCPR. Six-level decomposition of
Haar wavelet was applied since it exhibited better performance
in previous experiments, and PSO is applied to find the best com-
bination of the parameters of the P-SVM recognizer and to gain
the CCR maximum. The related parameters C and care varied in
the arbitrarily chosen ranges [1, 1000], and [0, 1] so as to cover
high and small regularization of the classification model, and fat
as well as thin kernels, respectively. The degree d is varied in the
range [2, 5] with integer value in order to span polynomials with
low and high flexibility. The detailed results about the optimal val-
ues of the P-SVM recognizer parameters (i.e., the penalty parame-
ter C and kernel width c and degree d) obtained by the proposed P-
SVM are shown in Table 8. The proposed approach successfully
finds the global optimum just with 150 iterations. This result is re-
peated in multiple runs of the program. Values of the parameters C
and c of the P-SVM recognizer in five different runs of the program
with 150 iterations are presented in Fig. 6. In each different run of
program, PSO first generates random values for C, c and d, and then
it searches for better values of them that produce better CCR. Usu-
ally, after 50 iterations, the approach produces be best parameters
values of the P-SVM recognizer.
3.3.3. Performance for recognizing concurrent patterns using different
kernel functions

The objective of this experiment is to compare the classification
performance of hybrid kernel function with the commonly used



Table 9
The aggregate correct classification rate for different kernel function.

Kernel Input Recognized pattern CCR (%)

u.s. d.s. i.t. d.t. s.p. c.p. u.s. + i.t. u.s. + c.p. d.s. + d.t. d.s. + c.p. i.t. + c.p. .t. + c.p. u.s. + s.p. d.s. + s.p. n.p.

Hybrid kernel (C = 338.4, b = 0.5, c = 0.0078, d = 4) u.s. + i.t. 0.19 0 0.36 0 0 0 99.45 0 0 0 0 0 0 0 98.97
u.s. + c.p. 0 0 0 0 0 0 0 100 0 0 0 0 0
d.s. + d.t. 0 0.32 0 0.58 0 0 0 0 99.1 0 0 0 0 0
d.s. + c.p. 0 1.14 0 0 0.38 0 0 98.48 0 0 0 0
i.t. + c.p. 0 0 0.7 0 0 0.91 0 0 0 0 98.39 0 0 0
d.t. + c.p. 0 0 0 0.73 0 1.25 0 0 0 0 0 8.02 0 0 0
u.s. + s.p. 0.71 0 0 0 0.55 0 0 0 0 0 0 98.74 0 0
d.s. + s.p. 0 0.46 0 0 0.02 0 0 0 0 0 0 0 98.52 0
n.p. 0 0 0 0 0 0 0 0 0 0 0 0 0 100

GRBF kernel (c = 0.0078) u.s. + i.t. 0.72 0 1.27 0 0 0 98.01 0 0 0 0 0 0 0 97.93
u.s. + c.p. 1.31 0 0 0 0 2.35 0 96.34 0 0 0 0 0
d.s. + d.t. 0 0.8 0 1.29 0 0 0 0 97.91 0 0 0 0 0
d.s. + c.p. 0 1.07 0 0 0.81 0 0 0 98.12 0 0 0 0
i.t. + c.p. 0 0 2.08 0 0 1.05 0 0 0 0 96.87 0 0 0
d.t. + c.p. 0 0 0 0.25 0 1.12 0 0 0 0 0 8.63 0 0 0
u.s. + s.p. 1.23 0 0 0 1.32 0 0 0 0 0 0 97.35 0 0
d.s. + s.p. 0 1.01 0 0 0.85 0 0 0 0 0 0 0 98.14 0
n.p. 0 0 0 0 0 0 0 0 0 0 0 0 0 100

Polynomial kernel (d = 4) u.s. + i.t. 0.97 0 1.65 0 0 0 97.38 0 0 0 0 0 0 0 96.07
u.s. + c.p. 3.49 0 0 0 0 2.24 0 94.27 0 0 0 0 0 0
d.s. + d.t. 0 1.78 0 1.68 0 0 0 0 96.54 0 0 0 0 0
d.s. + c.p. 0 0.78 0 0 1.56 0 0 97.66 0 0 0 0
i.t. + c.p. 0 0 3.88 0 0 1.83 0 0 0 0 94.29 0 0 0
d.t. + c.p. 0 0 0 1.27 0 2.88 0 0 0 0 0 5.85 0 0 0
u.s. + s.p. 3.26 0 0 0 2.62 0 0 0 0 0 0 94.12 0 0
d.s. + s.p. 0 1.32 0 0 4.17 0 0 0 0 0 0 0 94.51 0
n.p. 0 0 0 0 0 0 0 0 0 0 0 0 0 100
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Table 11
Recognition performance comparison of P-SVM with other approaches.

Approach Parameters CCR (%) CT (s)

PNN Spread = 50 93.42 0.005
RBFNN Spread = 64, goal = 0.01 93.78 0.004
MLP(BP) Hidden neurons = 32 94.66 0.001
MLP(RP) Hidden neurons = 24 94.15 0.004
P-SVM Hybrid kernel function C = 338.4, b = 0.5, c = 0.0078, d = 4 98.97 0.027

Table 10
Recognition performance with and without Haar wavelet decomposition.

u.s. + i.t. u.s. + c.p. d.s. + d.t. d.s. + c.p. i.t. + c.p. d.t. + c.p. u.s. + s.p. d.s. + s.p. n.p. Average CCR (%)

With wavelet decomposition 100 98.84 98.56 100 98.71 97.33 98.74 98.52 100 98.97
Without wavelet decomposition 93.18 88.47 90.43 79.42 85.48 87.09 84.15 86.32 96.72 87.92
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GRBF (see Eq. (14)) and polynomial function (see Eq. (15)). Table 9
shows the aggregate percentage of correct classifications. Based on
the simulations results, it is found that the P-SVM recognizer with
hybrid kernel function has better recognizing capability than those
with the other two kernels since hybrid kernel function has the
merits of both GRBF and polynomial function.

3.3.4. Comparison for recognizing concurrent patterns with wavelet
decomposition and without wavelet decomposition

The objective of this experiment is to compare the classification
performance of the approach with Haar wavelet decomposition
and its counterpart without Haar wavelet decomposition. If the in-
put pattern is a concurrent pattern, Haar wavelet transform meth-
od is used to decompose the input pattern into two single patterns.
Therefore, the inputs of the P-SVM model with wavelet transform
are the sample data points with single patterns. The P-SVM recog-
nizer also can be applied solely to classify the concurrent patterns,
which are not decomposed into single patterns. For the P-SVM
model without wavelet transform, the input vectors consist of 64
consecutive raw sample data points over time series with concur-
rent pattern. The detailed results are presented in Table 10. It can
be seen that the correct classification rate of P-SVM with six-level
wavelet decomposition (98.97%) is much higher than that of P-
SVM without wavelet decomposition (87.92%).

3.4. Comparison with other approaches

In order to further evaluate the performance of the proposed
approach, it is compared with other recognizers including probabi-
listic neural networks (PNN) (Specht, 1990), radial basis function
neural networks (RBFNNs) (Chen, Cowan, & Grant, 1991) and mul-
tilayered perceptron (MLP) neural networks (Pal & Mitra, 1992)
with different training algorithms such as back propagation (BP)
learning algorithm and with the resilient propagation (RP) learning
algorithm, as indicated in Table 11. They involve parameters that
should be readjusted in any new classification. Those parameters
regulate the classifiers to be best fitted in the classification task.
In most cases, there is no classical method for obtaining their val-
ues, and therefore they are experimentally specified through try
and error.

It can be seen from Table 10 that the proposed hybrid approach
outperforms the PNN recognizer by 5.61%, RBFNN by 5.24%, MLP
(BP) by 4.35%, and MLP (RP) by 4.87%. These results suggest that
the proposed hybrid approach has better performance compared
with those of the commonly used ANNs approach. With regard to
CT index, MLP (BP) has best performance, and it takes approxi-
mately 0.001 s for the MLP (BP) approach to do a classification
operation. P-SVM has worst performance and it takes approxi-
mately 0.027 s to do a same task, however, the computation time
(approximately 0.027 s) is not too long compared to the processing
time (usually approximately several minutes) for a machining
operation of a workpiece. This feature enables the use of the pro-
posed model in an on-line real time mode. Moreover, with rapid
development of electronic and computer techniques, the time re-
quired for computation of P-SVM can be further met in on-line real
applications.
4. Conclusions

Recognizing concurrent control chart patterns has been a chal-
lenging task for traditional pattern recognition techniques. New
approaches need to be developed to accommodate high correct
classification rate, and recognize the concurrent patterns as soon
as possible. This paper addresses a novel hybrid approach to tackle
the concurrent pattern recognition problem by incorporating SVM
and Haar wavelet transform. The main merit of the proposed hy-
brid approach is that the approach demonstrates improved perfor-
mance for recognizing concurrent CCPs and outperforms the
commonly used approaches. One hybrid kernel function is pre-
sented for SVM recognizer, and the simulation result shows that
the use of the hybrid kernel results in a better performance than
those with a single common kernel. This result could help to better
design and select kernel functions when using SVM in other appli-
cations. Furthermore, the analysis from this study provides guide-
lines in developing multiclass SVMs-based control chart pattern
recognition systems in manufacturing processes. From Table 10,
it can see that the main limitation is that the proposed hybrid ap-
proach has worse performance with regard to CT index. Though the
computation time is not too long compared to the processing time,
the faster and more efficient algorithms are desired to be devel-
oped for reducing the computation time.
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